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The Wehrl entropy is an entropy associated to the Husimi quasi-probability distribution. We discuss how it can be used to formulate entropic uncertainty relations and for a quantification of entanglement in continuous variables. We show that the Wehrl-Lieb inequality is closer to equality than the usual Białynicki-Birula and Mycielski entropic uncertainty relation almost everywhere. Furthermore, we show how a Wehrl mutual information can be used to obtain a measurable perfect witness for pure state bipartite entanglement, which additionally provides a lower bound on the entanglement entropy.

I. INTRODUCTION

Concepts of quantum information theory play an increasingly important role for describing and understanding complex quantum systems. Starting point is usually the von Neumann or quantum entropy associated to a state or density matrix \( \rho \) [1–4],

\[
S(\rho) = -\text{Tr}\{\rho \ln \rho\}. \tag{1}
\]

It quantifies missing information or uncertainty encoded in the state \( \rho \) [5, 6]. Despite its importance in quantum information theory, the von Neumann entropy \( S(\rho) \) has a major drawback: it can typically not be accessed directly in experiments. A computation of the von Neumann entropy requires detailed knowledge of the quantum state \( \rho \), which is oftentimes out of reach. While there are experimental approaches to reconstruct the full state \( \rho \) through quantum state tomography [2], the effort for these techniques scales unfavorably with system size. Alternatively, quantum entropies can be measured in (relatively small) quantum systems with finite dimensional Hilbert space \( \dim \mathcal{H} < \infty \) by considering multiple copies of the quantum system and using quantum many-body interference [7, 8].

For infinite dimensional quantum states as they arise for example in continuous variable systems or quantum field theory it is substantially more difficult to access or constrain quantum entropies experimentally.

In this work, we investigate a somewhat different approach and consider the Wehrl entropy \( S_W(\rho) \), which is an entropy of the Husimi \( Q \)-distribution, as a quasi-classical measure for missing information in quantum mechanical phase space [9, 10]. While the density operator \( \rho \) and the Husimi \( Q \)-distribution contain both the full information about the state of the quantum system (see e. g. ref. [11]), the latter has the advantage that it can be accessed experimentally (see e. g. [12] for recent developments in spinor Bose-Einstein condensates). Therefore, we suggest a more regular use of the Wehrl entropy \( S_W(\rho) \) when analyzing tabletop experiments from an information theoretic perspective.

In this work, we focus on two major branches of modern quantum information theory, where the Wehrl entropy reveals its strength.

First, we discuss the role of Wehrl entropy in the context of entropic uncertainty relations (EURs). The first entropic uncertainty relation was introduced by Białynicki-Birula and Mycielski [13] based on previous works by Everett [14], Hirschmann [15] and Beckner [16]. It is an uncertainty relation for a single pair of conjugate variables, namely position \( x \) and momentum \( p \), which may be distributed according to the probability density functions \( f(x) = |x\rangle\langle x| \) and \( g(p) = |p\rangle\langle p| \). This corresponds to the so-called homodyne detection protocol, where both variables are recorded separately by measuring in their corresponding eigenbases. Then, the Białynicki-Birula and Mycielski (BBM) entropic uncertainty relation reads [17–19]

\[
h(f) + h(g) \geq \ln e\pi, \tag{2}
\]

where \( h(f) \) is the classical differential entropy associated to the distribution \( f(x) \) [20]

\[
h(f) = -\int dx \, f(x) \ln f(x). \tag{3}
\]

It should be noted that the bound on the right-hand side of the inequality (2) is state independent whereas the left-hand side increases for mixed states due to concavity. Thus, one can expect the bound to be rather loose for mixed states. Nevertheless, the relation (2) turns out to be stronger than and implies the well-known formulation of an uncertainty relation in terms of variances [21–24], which is discussed in detail for example in ref. [19].

Another entropic uncertainty relation for continuous variables was found by Frank and Lieb (FL) [25] based on previous work by Rumin [26]

\[
h(f) + h(g) \geq \ln 2\pi + S(\rho). \tag{4}
\]

Therein the von Neumann entropy \( S(\rho) \) accounts for the mixedness of the system’s state \( \rho \). Obviously \( \ln 2\pi \) alone is a less tight bound than the one in (2), but for highly
mixed states one expects the bound in (4) to be closer to equality.

Also for the Wehrl entropy there exists an entropic uncertainty relation, which is known as the Wehrl-Lieb inequality (WL) [27–31]

\[ S_W(\rho) \geq 1, \]

where equality only holds for pure coherent state projectors \( \rho_\alpha = |\alpha\rangle \langle \alpha| \).

It was shown that the latter relation does also imply the variance based uncertainty relation by Heisenberg and an entropic uncertainty relation of the form (2) based on differential entropies of smeared-out distributions (the marginals of the Husimi Q-distribution, which are not the true marginals \( f \) and \( g \)) [30].

One main concern of this work will be to investigate in which regimes the Wehrl-Lieb entropic uncertainty relation (5) is tighter (closer to equality) than the relations in terms of differential entropies (2) and (4); this will be addressed in section III.

The second question we study is how the Wehrl entropy \( S_W(\rho) \) can be used to make statements about entanglement in continuous variable systems. In general, detecting bipartite entanglement for a state \( \rho \) which lives in an infinite dimensional Hilbert space \( \mathcal{H} \) can be quite challenging [32]. Thus, many criteria are concerned with analyzing the second-order moments [33–36], which is a powerful approach if the state \( \rho \) is of Gaussian form (see e. g. refs. [37–39] for a general discussion of Gaussian states). Incorporating also higher-order moments allows to define a sufficient condition for bipartite entanglement, but can be unmanageable in practice [40].

Another approach is to witness entanglement by violating conditions based on differential entropies [41] or differential conditional entropies [42–44], which are closely related to entropic uncertainty relations (see also ref. [45–47]). They turn out to be successful in detecting many classes of entangled states, especially in the pure state case.

What these approaches have in common is that they rely on a homodyne detection protocol. In section IV we will present an approach based on a Wehrl mutual information\(^1\), which presumes a heterodyne detection scheme and turns out to witness every pure entangled state and is there furthermore able to bound the entanglement entropy from below. Moreover we discuss the role of the Wehrl conditional entropy, which differs from its fully quantum analog.

This paper is organized as follows. We begin introducing coherent states and the Wehrl entropy of an N mode system in section II. Then, we discuss the relations between the three entropic uncertainty relations (5), (2) and (4) in section III. In particular, we consider common classes of states, such as number eigenstates or thermal states. This analysis allows us to show that the Wehrl-Lieb inequality is stronger than the relation by Białynicki-Birula and Mycielski almost everywhere in the examined regimes. In section IV we consider a bipartite system of \( N + M \) modes and construct a Wehrl mutual information from a Wehrl relative entropy, which witnesses every pure entangled bipartite state. The concept is applied to some well-known examples like the two-mode squeezed state or the class of N00N-states. Additionally, we discuss the Wehrl conditional entropy. Finally, we summarize our results and provide an outlook in section V.

Notation. In this paper we work with natural units, i.e. \( \hbar = k_B = 1 \) and we drop operator hats. Rather, we employ capital letters for observables \( X \) and small letters for their eigenvalues \( x \) and eigenvectors \( |x\rangle \). Also, we use the symbol \( S \) for the von Neumann entropy, \( S_Q \) for Wehrl entropies with the underlying probability distribution \( f(x) \) (or state \( \rho \)) as argument \( h = h(f) \) (or \( S = S(\rho) \)). We denote conditional entropy by \( S(A|B) \) and mutual information by \( I(A:B) \).

II. COHERENT STATES AND WEHRL ENTROPY

We start from a set of \( N \) continuous quantum variables \( X_j \) and conjugate momenta \( P_j \) and the (bosonic) commutation relation

\[ [X_j,P_k] = i\delta_{jk}. \]

While we use a notation as for positions of particles, the variables \( X_j \) could also denote other quantities such as amplitudes of field modes. Note that we make no detailed assumptions about the Lagrangian or Hamiltonian at this point.

We also introduce the annihilation operators

\[ a_j = \frac{1}{\sqrt{2}}(X_j + iP_j), \]

and creation operators \( a_j^\dagger = (a_j)^\dagger \) such that eq. (6) reads \([a_j,a_k^\dagger] = \delta_{jk}\). Coherent fields are defined as usual as eigenstates of the annihilation operators (see e. g. [11, 49]),

\[ a_j |\alpha\rangle = \alpha_j |\alpha\rangle, \]

with eigenvalues \( \alpha_j \in \mathbb{C} \). They can be expressed in terms of number eigenstates (with ground state \( |0\rangle \))

\[ |n\rangle = \prod_{j=1}^{N} \left\{ \frac{1}{\sqrt{n_j!}}(a_j^\dagger)^{n_j} \right\} |0\rangle, \]

through

\[ |\alpha\rangle = \prod_{j=1}^{N} \left\{ \sum_{n_j=0}^{\infty} e^{-\frac{1}{2} |\alpha_j|^2} \frac{\alpha_j^{n_j}}{\sqrt{n_j!}} \right\} |n\rangle. \]
For our purposes, it will often be convenient to parameterize the complex vector of eigenvalues $\alpha$ in terms of position $x$ and momentum $p$,

$$\alpha = \frac{1}{\sqrt{2}} (x + ip). \quad (11)$$

Coherent states have many interesting properties. They are not orthogonal,

$$|\langle \alpha | \beta \rangle|^2 = e^{-|\alpha - \beta|^2}, \quad (12)$$

and span an (overcomplete) basis,

$$\mathbb{I} = \int \frac{d^{2N} \alpha}{\pi^N} |\alpha \rangle \langle \alpha |. \quad (13)$$

Moreover, they minimize the uncertainty principle, which suggests that they can be regarded as a favorable measurement basis for simultaneous measurements of $x$ and $p$. Note that there are other states minimizing the uncertainty principle (squeezed states). Coherent states are the only such states symmetric in the quadratures. In fact, we can construct a positive operator-valued measure (POVM), see e.g. ref. [50], based on pure coherent state projectors

$$E_\alpha = |\alpha \rangle \langle \alpha |, \quad (14)$$

which resolve the identity according to (13). The probability density for the outcome $\alpha$ is given by the Husimi $Q$-distribution [11, 49, 51],

$$Q^\rho(\alpha) = \text{Tr} \{ \rho E_\alpha \} = \langle \alpha | \rho | \alpha \rangle, \quad (15)$$

such that the probability to find $\alpha$ in some interval is given by $Q^\rho(\alpha) d^2N \alpha/\pi^N$.

Based on the Husimi $Q$-distribution one can formally define a state after measurement, without recording the outcome,

$$\rho_\alpha = \int \frac{d^{2N} \alpha}{\pi^N} Q^\rho(\alpha) |\alpha \rangle \langle \alpha |, \quad (16)$$

and it is of Glauber $P$-form.

The Husimi $Q$-distribution is a quasi-probability distribution\(^2\) due to the non-orthogonality of coherent states, which causes the Husimi $Q$-distribution to violate Kolmogorov’s third axiom, namely $\sigma$-additivity. In other words, two values $Q^\rho(\alpha)$ and $Q^\rho(\alpha')$ for $\alpha \neq \alpha'$ do not represent probabilities for mutually exclusive events. Nevertheless, $Q^\rho(\alpha)$ is normalized to unity in the sense

$$\int \frac{d^{2N} \alpha}{\pi^N} Q^\rho(\alpha) = \text{Tr} \{ \rho \} = 1. \quad (17)$$

What we have described here is known as the heterodyne detection protocol [11]. Intuitively, it corresponds to jointly measuring position $x$ and momentum $p$ with the highest precision allowed by Heisenberg’s uncertainty relation.

In contrast to the Wigner $W$-distribution, the Husimi $Q$-distribution is non-negative and bounded [56, 57]

$$0 \leq Q^\rho(\alpha) \leq 1, \quad (18)$$

which allows to associate a (differential) entropy to it. This is known as the Wehrl entropy [9, 10]

$$S_W(\rho) = -\int \frac{d^{2N} \alpha}{\pi^N} Q^\rho(\alpha) \ln Q^\rho(\alpha) \quad (19)$$

$$= -\int \frac{dx}{(2\pi)^N} \frac{d^N p}{\pi^N} Q^\rho(x, p) \ln Q^\rho(x, p).$$

In the second equation we used the parametrization introduced in eq. (11).

The Wehrl entropy can be seen as a quasi-classical differential entropy in quantum mechanical phase space. It is bounded from below by the true von Neumann entropy (as expected for a coarse-grained notion of an entropy), but also bounded from above by the von Neumann entropy of the measured state\(^3\)

$$S(\rho) \leq S_W(\rho) \leq S(\rho_\alpha). \quad (20)$$

Furthermore, it is uniquely minimized by any pure coherent state projector $\rho = |\alpha \rangle \langle \alpha |$, in which case its value is $S_W = N$. This result is known as the Wehrl-Lieb inequality [27, 28, 59].

$$S_W(\rho) \geq S_W(|\alpha \rangle \langle \alpha |) = N. \quad (21)$$

Rather recently, improvements of this bound were discussed in refs. [60, 61].

Another property of the Wehrl entropy $S_W(\rho)$ is important when it comes to entanglement. In contrast to the von Neumann entropy $S(\rho)$, it is monotonous under partial trace, i.e. if we consider a bipartite quantum system $\mathcal{H} = \mathcal{H}_A \otimes \mathcal{H}_B$ with the reduced density operator $\rho_A = \text{Tr}_B \{ \rho \}$, we have

$$S_W(\rho_A) \leq S_W(\rho). \quad (22)$$

This highlights the classical nature of Wehrl entropy. The analogous statement is oftentimes not true for the von Neumann entropy $S(\rho)$ due to entanglement [9, 10]. This already indicates that capturing entanglement with a Wehrl entropy may require a different line of reasoning compared to a von Neumann entropy.

\(^2\) For general literature on quasi-probability distributions see e.g. refs. [49, 52–56].

\(^3\) The second statement can be proven using the well-known Berezin-Lieb inequality [58], see e.g. ref. [10].
### III. MULTIPARTITE QUANTUM SYSTEM

At first we consider a multipartite quantum system. In the following, we want to compare the differential entropies of the two phase space distributions $Q_n(x, p)/(2\pi)$ and $f(x)g(p)$ associated with the heterodyne and homodyne measurement protocol respectively. Let us first state the following relations

$$h\left(\frac{Q_n}{2\pi}\right) = -\int dx\, dp\, \frac{Q_n(x, p)}{2\pi} \ln\left(\frac{Q_n(x, p)}{2\pi}\right) = S_W(\rho) + \ln(2\pi),$$

$$h(f) = \int dx\, df(x) g(p) \ln(f(x) g(p)) = h(f) + h(g).$$

(23)

The two differential entropies are related up to additive constants with $S_W(\rho)$ and $h(f) + h(g)$, for which we know entropic uncertainty relations.

Henceforth, our goal is to compare the uncertainty deficit, i.e. the distance to the bound of an entropic uncertainty relation, of these relations as an estimator for the strength of the statement. We refer to a lower uncertainty deficit as the tightness of an uncertainty relation. It is clear that being close to equality is desirable for an uncertainty relation. In fact, the Wehrl-Lieb inequality is tight on a different set of states than the inequality by Bialynicki-Birula and Mycielski.

To properly compare them, we rearrange the three inequalities such that their right-hand sides coincide. Thus, we have the following three relations

\[
\begin{align*}
\text{WL} & \quad S_W(\rho) + \ln \pi \\
\text{BBM} & \quad h(f) + h(g) \\
\text{FL} & \quad h(f) + h(g) - S(\rho) + \ln e/2 \geq \ln e\pi.
\end{align*}
\]

(24)

We begin our analysis with pure number eigenstates, then we investigate a mixture of the lowest two number eigenstates and finally consider thermal states. This analysis will allow us to state a conjecture about their relations for a general state $\rho$. If possible, results will be given analytically. Furthermore, the Husimi $Q$-distribution will be written down in terms of position $x$ and momentum $p$, i.e. using the parametrization (11), in order to make the different (quasi)-probability distributions comparable.

#### A. Number eigenstates

The density matrix of a pure number eigenstate

$$\rho_n = |n\rangle \langle n|,$$

(25)

has vanishing quantum entropy, $S(\rho_n) = 0$. As a consequence, the Frank-Lieb bound will be less tight than the Bialynicki-Birula and Mycielski bound.

Furthermore, the probability density functions $f(x)$ and $g(p)$ are of equal shape,

$$f_n(x) = |\psi_n(x)|^2 = \frac{1}{\sqrt{2^n n!}} H_n^2(x) e^{-x^2},$$

(26)

where $H_n(x)$ are the commonly-known physicist’s Hermite polynomials. The Husimi $Q$-distribution is given by

$$Q_n(x, p) = |\langle n|\alpha\rangle|^2 = \frac{1}{2^n n!} (x^2 + p^2)^n e^{-\frac{1}{2}(x^2+p^2)},$$

(27)

From these expressions all appearing entropies can be calculated in the following.

The differential entropies $h(f)$ and $h(g)$ appearing in the Bialynicki-Birula and Mycielski as well as the Frank-Lieb uncertainty relation were investigated in refs. [62–65]. The main challenge in this computation is due to the technical issue, one might appreciate the fact that computing a Wehrl entropy is much easier than computing a differential entropy in many cases.

After a tedious and lengthy calculation one finds [64, 65]

$$h(f_n) = \ln \left(\sqrt{\pi} 2^n n!\right) + n + \frac{1}{2} + \frac{1}{\sqrt{\pi} 2^n n!} E(H_n),$$

(28)

where $E(H_n)$ is the so-called entropy of Hermite polynomial

$$E(H_n) = -\int_{-\infty}^{\infty} dx\, H_n^2(x) \ln \left(H_n^2(x)\right) e^{-x^2}.$$  

(29)

Therein $2F_2(a; b; c; d; x)$ denotes a generalized hypergeometric function, $\, _1F_1(a; b; c)$ is Kummer’s confluent hypergeometric function for $z \in \mathbb{C}$ and $x_{n, i}$ are the roots of the $n$-th Hermite polynomial $H_n^2(x)$. Also, we have introduced the Euler-Mascheroni constant $\gamma \approx 0.577$.

The latter expression can be evaluated numerically for all $n \in \mathbb{N}$. Furthermore, for $n \gg 1$ one can give a simple approximate formula for the differential entropy [64]

$$h(f_n) \approx \frac{1}{2} \left(-2 - \ln 2\pi^2 n\right).$$

(31)

In contrast, the Wehrl entropy can be computed analytically due to the simple form of the Husimi $Q$-distribution for number eigenstates (27). Although this is a rather technical issue, one might appreciate the fact that computing a Wehrl entropy is much easier than computing a differential entropy in many cases.
Starting from (27), one can compute the Wehrl entropy for number eigenstates. After a straightforward exercise in Gaussian integration one finds (see also ref. [66])

\[ S_W(\rho_n) = \ln n! + n + 1 + n\gamma - n\eta_n , \] (32)

where \( \eta_n \) is the \( n \)-th harmonic number

\[ \eta_n = \sum_{k=1}^{n} \frac{1}{k} , \] (33)

with \( \eta_0 = 0 \).

The result can be further simplified when considering large \( n \gg 1 \) and using the Stirling approximation formula

\[ n! \approx \sqrt{2\pi n} \left( \frac{n}{e} \right)^n , \] (34)

which leads to

\[ S_W(\rho_n) \approx \frac{1}{2} \left( 1 + \ln 2\pi n \right) , \] (35)

for \( n \gg 1 \).

For the sake of a visual comparison we present all three bounds as a function of \( n \) in the left panel of Figure 1. The main result is that the Wehrl-Lieb relation is tightest for \( n > 1 \). Moreover, we obtain the expected result for \( n = 0 \), i.e. the Wehrl-Lieb as well as the Bialynicki-Birula and Mycielski relations are tight and equivalent. In general, the Frank-Lieb relation is worst since we consider pure states.

Furthermore, it is interesting to compare the Wehrl-Lieb relation with the Bialynicki-Birula and Mycielski relation for large \( n \gg 1 \) (cf. right panel of Figure 1). From the asymptotic expressions (31) and (35) we can read off the scaling behaviors for large \( n \gg 1 \), which gives \( h(f_n) + h(g_n) \propto \ln n \) and \( S_W(\rho_n) \propto 1/2 \ln n \). Therefore, the Wehrl-Lieb relation grows much slower than the Bialynicki-Birula and Mycielski relation. Also, we observe that the Stirling approximation (35) is close to the true result (32) also for small \( n \sim 1 \), while (31) becomes a reasonable approximation only for \( n \gg 1 \).

### B. Mixture of number eigenstates

Next, we analyze some particular mixtures of number eigenstates. For simplicity we concentrate on a mixed state of the first two number eigenstates, as well as a thermal state. We will again compare different entropic uncertainty relations and investigate how close they are to being violated.

#### 1. Mixture of first two number eigenstates

A relatively simple mixed state is the following superposition of the first two number eigenstates,

\[ \rho_{01} = q \ket{0} \bra{0} + (1 - q) \ket{1} \bra{1} . \] (36)

The resulting entropies involve now a sum inside a logarithm. We use numerical methods to solve the integrals. The resulting curves for the entropic uncertainty relations are shown in Figure 2 (left panel). Therein, one can see that the Wehrl-Lieb relation is tighter than the Bialynicki-Birula and Mycielski relation except in a small region around \( q = 0 \), where (36) corresponds to the first excited state. Thus we observe a similar situation as for pure states. Also, the Wehrl-Lieb relation turns out to be less concave than that of Bialynicki-Birula and Mycielski. In contrast, the Frank-Lieb relation becomes tightest for more mixed states.
2. Thermal state

At last, we consider a thermal state $\rho_T$ under the assumption that the Hamiltonian is given by $H = \omega(n+1/2)$. The thermal state is then the state with maximal entropy for a fixed energy expectation value [67–70]. It reads

$$\rho_T = \frac{1}{Z} e^{-\beta H} = \sum_{n=0}^{\infty} p_n |n\rangle \langle n|,$$  \hspace{1cm} (37)

where $p_n$ is the Boltzmann distribution

$$p_n = \frac{1}{Z} e^{-\beta \omega(n+\frac{1}{2})},$$ \hspace{1cm} (38)

and

$$Z = \sum_{n=0}^{\infty} e^{-\beta \omega(n+\frac{1}{2})} = \frac{e^{-\beta \omega/2}}{1 - e^{-\beta \omega}} = \frac{1}{2 \sinh(\beta \omega/2)},$$ \hspace{1cm} (39)

is the canonical partition function. To calculate the probability density $f_T(x)$ we make use of Mehler’s formula [71], which leads to

$$f_T(x) = \frac{1}{Z} \sum_{n=0}^{\infty} |\psi_n(x)|^2 e^{-\beta \omega(n+\frac{1}{2})} = \frac{1}{\sqrt{2\pi \sigma^2}} e^{-\frac{x^2}{2\sigma^2}},$$ \hspace{1cm} (40)

where we used the abbreviation

$$\frac{1}{2\sigma^2} = \tanh\left(\frac{\beta \omega}{2}\right).$$ \hspace{1cm} (41)

Thus, the distribution $f_T(x)$ is a Gaussian centered around $x = 0$ with inverse temperature $\beta$. The associated differential entropy is

$$h(f) = \ln \left(\sqrt{2\pi e \sigma^2}\right).$$ \hspace{1cm} (42)

A similar consideration for the momentum distribution leads to the following expression for the uncertainty relation of Białynicki-Birula and Mycielski

$$h(f_T) + h(g_T) = 1 + \ln \pi - \ln \left(\tanh\left(\frac{\beta \omega}{2}\right)\right).$$ \hspace{1cm} (43)

We see that for $\beta \to \infty$, i.e. in the zero temperature limit, the inequality becomes tight, as expected based on the discussion in section IIIA.

Since thermal states are highly mixed we should have a closer look at the Frank-Lieb relation. Additionally to the computation of the differential entropies, we need to calculate the von Neumann entropy of the thermal state $\rho_T$. It is given by

$$S(\rho_T) = -\ln(1 - e^{-\beta \omega}) + \frac{\beta \omega}{e^{\beta \omega} - 1}. \hspace{1cm} (44)$$

Thus, the left-hand side of the Frank-Lieb relation reads (again we rearrange everything such that the right-hand side equals in $e\pi$)

$$h(f_T) + h(g_T) - S(\rho_T) + 1 - \ln 2$$

$$= 2 + \ln \left(\frac{\pi \cdot 1 - e^{-\beta \omega}}{2 \tanh(\beta \omega/2)}\right) - \frac{\beta \omega}{e^{\beta \omega} - 1}. \hspace{1cm} (45)$$

Also, we need to calculate the Husimi $Q$-distribution, which yields

$$Q_T(x, p) = \frac{1}{Z} \sum_{n=0}^{\infty} Q_n(x, p) e^{-\beta E_n}$$

$$= \frac{1}{Z} e^{-\frac{1}{2}(x^2 + p^2)} \frac{e^{-\beta \omega}}{2} \sum_{n=0}^{\infty} \frac{1}{2n!} (x^2 + p^2)^n e^{-\beta \omega n}$$

$$= \frac{1}{Z} e^{-\frac{1}{2}(x^2 + p^2)} (1 - e^{-\beta \omega})^{-\frac{\beta \omega}{2}}. \hspace{1cm} (46)$$

For the left-hand side of the Wehrl-Lieb uncertainty relation we then find

$$S_W(\rho_T) + \ln \pi = 1 + \frac{\beta \omega}{2} + \ln \left(\frac{\pi}{2} \csch(\beta \omega/2)\right).$$ \hspace{1cm} (47)

We show a comparison of the three entropic uncertainty relations in Figure 2 (right panel). The Wehrl-Lieb relation is again stronger than the Białynicki-Birula and
Myčielski relation. This is due to the fact that for a thermal state the ground state is populated most and higher energy eigenstates are suppressed exponentially. Moreover, both become tight for the temperature tending to zero, which corresponds to the system approaching the ground state. Interestingly, the relation by Frank and Lieb behaves differently, which was already noted by the authors themselves [18, 25]. The uncertainty relation becomes tight in the infinite temperature limit in contrast to the other two inequalities and it is more loose for low temperatures.

3. General comment

What we have observed is that the Frank-Lieb relation (4) is tightest for highly mixed states, while the Wehrl-Lieb relation (21) is tightest in the number eigenstate regime (except for n = 1). Furthermore, we have seen that the Wehrl-Lieb relation is less concave under mixing than the Białynicki-Birula and Mycielski relation (cf. Figure 2). Thus, we can conjecture that the Wehrl-Lieb entropic uncertainty relation is tighter than the Białynicki-Birula and Mycielski relation in most situations. Moreover, we have seen that the Wehrl entropy is very often easy to compute, especially compared to differential entropies of marginal distributions.

IV. BIPARTITE QUANTUM SYSTEM

In the second part of this work we consider a bipartite quantum system AB with partitions A and B of N and M modes, respectively. Moreover, we associate the sets of coherent states |α⟩ to A, |β⟩ to B and |αβ⟩ = |α⟩ ⊗ |β⟩ to AB. Then, the local Husimi Q-distribution of the subsystem A, Q^Q^A_Q(α) can be obtained from the global one Q^Q^A_Q(α, β) by integrating out system B

\[ Q^Q^A_Q(α) = \int \frac{d^2M}{\pi^M} Q^Q^B_Q(α, β). \] (48)

Note that this agrees with the Husimi Q-distribution obtained from the reduced density matrix ρ_A = Tr_B(ρ). Similarly, one can define a local Husimi Q-distribution Q^Q^B_Q(β) for subsystem B.

It is also useful to consider a situation where a heterodyne measurement is performed first only on subsystem B. Assuming that the outcome is β leads to a Husimi Q-distribution for subsystem A that we call the conditional Husimi Q-distribution,

\[ Q^Q^A_Q(α|β) = \text{Tr} \left\{ \frac{\langle β|ρ|β\rangle}{\langle β|ρ_B|β\rangle} E_α \right\} = \frac{\langle αβ|ρ|αβ\rangle}{\langle β|ρ_B|β\rangle}. \] (49)

Note that these relations are in complete analogy to classical probability densities.

A. Wehrl relative entropy

In the following we will consider different quantities used in classical and quantum information theory for Husimi Q-distributions defined in analogy to the Wehrl entropy S_W(ρ). We begin with defining the Wehrl relative entropy, which will also be helpful to define a Wehrl conditional entropy and Wehrl mutual information. For any state ρ and some model state σ on an N-mode system it reads (in complete analogy to the standard definition by Kullback and Leibler [72, 73])

\[ S_W(ρ||σ) = \int \frac{d^2N}{\pi^N} Q^Q(α)(\ln Q^Q(α) - \ln Q^Q(α)). \] (50)

The usual support condition for the states supp(ρ) ⊆ supp(σ) then translates into the support condition for the Husimi Q-distributions supp(Q^Q) ⊆ supp(Q^Q). If this condition is violated we set S_W(ρ||σ) = +∞. Intuitively, (50) can be interpreted as a measure for the distinguishability of the true Husimi Q-distribution Q^Q and some model distribution Q^Q. Furthermore, it is a non-negative quantity being zero if and only if the two distributions agree. However, it should be emphasized that the most important property of the quantum relative entropy, namely its monotonicity under quantum channels, does not hold for the Wehrl relative entropy. This is due to the fact the Wehrl entropy is not invariant under general unitary transformations. In fact, the Wehrl entropy is only invariant for transformations which map coherent states to coherent states [10].

B. Wehrl conditional entropy

Let us recall first some properties of quantum conditional entropies. In the finite dimensional case there exist several ways of defining this quantity, which are all equivalent. For an infinite dimensional Hilbert space this is not necessarily the case. An adequate definition for both cases comprises the quantum relative entropy and requires S(ρ_A) < ∞ (see ref. [74]). Then, we can define the quantum conditional entropy as

\[ S^Q(ρ_A|B) = S(ρ_A) - S(ρ|ρ_A ⊗ ρ_B), \] (51)

which reduces to

\[ S^Q(ρ_A|B) = S(ρ) - S(ρ_B), \] (52)

provided that the von Neumann entropy of subsystem B is also finite S(ρ_B) < ∞.

The quantum conditional entropy S^Q(ρ_A|B) allows for a simple separability criterion. In particular, one can easily

4 See appendix A for a simple proof.
prove that all separable states\(^5\)
\[
\rho = \sum_i p_i \rho_i = \sum_i p_i (\rho_A^i \otimes \rho_B^i),
\]
where \(p_i \geq 0\) and \(\sum_i p_i = 1\) is a probability distribution and \(\rho_A^i\) and \(\rho_B^i\) can be taken to be pure, fulfill
\[
S^\rho(A|B) \geq 0.
\]

Thus, the violation of the latter inequality is a sufficient condition for entanglement [75, 76]. One may easily construct examples where this bound is violated, e.g. a pure entangled state.

In complete analogy to (51) we define the Wehrl conditional entropy for \(S_W(\rho_A) < \infty\) as
\[
S_W^\rho(A|B) = S_W(\rho_A) - S_W(\rho|\rho_A \otimes \rho_B).
\]

Analogously, we get
\[
S_W^\rho(A|B) = S_W(\rho) - S_W(\rho_B)
\]
if \(S_W(\rho_B) < \infty\).

Note that one may also write this with the conditional Husimi \(Q\)-distribution in (49) as
\[
S_W^\rho(A|B) = -\int \frac{d^{2M} \beta}{\pi^M} Q_B^\rho(\beta)
\]
\[
\times \int \frac{d^{2N} \alpha}{\pi^N} Q^\rho(\alpha|\beta) \ln Q^\rho(\alpha|\beta),
\]
similar as for a classical conditional entropy. Because the conditional Husimi \(Q\)-distribution is itself a Husimi \(Q\)-distribution, the Wehrl-Lieb inequality implies
\[
S_W^\rho(A|B) \geq N,
\]
which is a refined version of the monotonicity property (22) since it can be reformulated as
\[
S_W(\rho_B) + N \leq S_W(\rho).
\]

Also, the relation (58) can be interpreted as an entropic uncertainty relation in the presence of classical memory (see [77] for an entropic uncertainty relation with quantum memory). In contrast to the relation discussed in ref. [77], where the analysis was restricted to quasi-classical states and corresponding entropies, (58) shows that a fully classical Wehrl conditional entropy can not serve as an entanglement witness analogous to eq. (54). In this sense, it behaves like a classical conditional entropy.

C. Wehrl mutual information

To quantify the correlations between the two subsystems \(A\) and \(B\) we introduce the Wehrl mutual information
\[
I_W^\rho(A : B) = S_W^\rho(\rho_A \otimes \rho_B).
\]

Most importantly, its non-negativity is inherited from the Wehrl relative entropy (50). Also, it is zero if and only if the state \(\rho\) is a product state. We can express (60) in terms of other Wehrl entropies provided that they are finite
\[
I_W^\rho(A : B) = S_W(\rho_A) + S_W(\rho_B) - S_W(\rho) = S_W(\rho_A) - S_W^\rho(A|B).
\]

In general, a mutual information can not distinguish between classical and quantum correlations. Thus, let us now consider the case where some state \(\rho\) is known to be pure. In this case the Wehrl mutual information \(I_W^\rho(A : B)\) quantifies only the quantum correlations between \(A\) and \(B\). Moreover, it is zero if and only if the state is a product state \(\rho = \rho_A \otimes \rho_B\), which follows directly from the according property of the Wehrl relative entropy. Therefore, we can conclude that the Wehrl mutual information \(I_W^\rho(A : B)\) is a perfect witness for pure state entanglement.

It should be noted that the positive partial transpose (PPT) criterion already provides a necessary and sufficient condition for pure state entanglement (see e.g. [32]), but requires the knowledge of the state \(\rho\), which is typically inaccessible in experiments. Therefore, the advantage of the Wehrl mutual information \(I_W^\rho(A : B)\) lies in its measurability and in this sense it can be regarded as a measurable equivalent to the PPT criterion for pure states. Also, one should note that not every classical mutual information is a perfect witness for pure state entanglement.

For example, any marginal mutual information does not contain information about correlations in or with other variables.

Additionally, it is interesting to check whether \(I_W^\rho(A : B)\) fulfills the requirements for an entanglement measure or an entanglement monotone. Since the Wehrl mutual information does not reduce to the entanglement entropy, it is not an entanglement measure. Also, the Wehrl mutual information does not fulfill a minimum requirement, namely invariance under local unitaries
\[
I_W^\rho(A : B) \neq I_W^\rho(A : B),
\]
with \(\rho' = (U_A \otimes U_B) \rho (U_A^\dagger \otimes U_B^\dagger)\) and \(U_{A,B}\) unitary. A simple counterexample is given by \(U_A = I\) and \(U_B = S(\kappa)\), where \(S(\kappa)\) is the squeezing operator on subsystem \(B\). Therefore, the Wehrl mutual information should be considered as a witness for pure state entanglement and not as an entanglement monotone.

Nevertheless, there is a non-trivial relation between the Wehrl mutual information and the quantum mutual information. Following [29], we have the relation
\[
I_W^\rho(A : B) \leq I^\rho(A : B).
\]

\(^5\) Note that for an infinite dimensional Hilbert space a separable state may also be written as a convex integral over pure product states. This is particularly interesting for mixed Gaussian states.
For globally pure states the latter relation reduces to
\[
\frac{1}{2} I_W^\rho(A : B) \leq S(\rho_A) = S(\rho_B),
\] (64)
which is an interesting and useful relation when it comes to quantifying entanglement in an actual experiment. If the Husimi Q-distribution of a pure state \( \rho \) is measured, one can not only decide if the state \( \rho \) is entangled or not, one can also give a lower bound on the entanglement entropy \( S(\rho_A) \). Thus, the measurable Wehrl mutual information \( I_W^\rho(A : B) \) allows to make a statement about how much two subsystems are entangled at least. If the global state \( \rho \) is not pure, one can still make a statement about how much the two subsystems are correlated at least.

It should be noted that the left-hand side of the relation (63) is not restricted to the Wehrl mutual information, but holds true for all classical mutual informations constructed from positive operator-valued measures in subsystems A and B (cf. corollary 2 in ref. [29]).

Also, we want to point out that the relation (63) is similar to an open conjecture stated in ref. [78], which is based on a homodyne detection protocol. It reads
\[
I^\rho(f_A : f_B) + I^\rho(g_A : g_B) \leq I^\rho(A : B),
\] (65)
where \( f_A = f(x_A) \), \( f_B = f(x_B) \) are probability densities of the positions and \( g_A = g(p_A) \), \( g_B = g(p_B) \) are the momentum distributions measured in A or B, respectively. Note that the measured mutual informations in the latter relation do not contain any information about correlations between positions and momenta, which are naturally included in the Wehrl mutual information \( I_W^\rho(A : B) \).

### D. Entanglement of common pure states

In the following, we compute the Wehrl mutual information \( I_W^\rho(A : B) \) and the Wehrl conditional entropy \( S_W^\rho(A | B) \) for some well-known pure states. To that end we use the parametrization (11) for each subsystem.

#### 1. Gaussian states

We begin with a general Gaussian state \( \rho \). Such a state is characterized by a global Husimi Q-distribution of the form\(^6\)
\[
Q^\rho(\mathbf{r}) = \frac{1}{Z} \exp \left( -\frac{1}{2} \mathbf{r}^T \cdot C \cdot \mathbf{r} \right),
\] (66)
where the bilinear form in the exponent contains all four phase space vectors \( \mathbf{x}_A, \mathbf{p}_A, \mathbf{x}_B, \mathbf{p}_B \) combined into a single vector
\[
\mathbf{r} = (\mathbf{r}_A, \mathbf{r}_B)^T = (\mathbf{x}_A, \mathbf{p}_A, \mathbf{x}_B, \mathbf{p}_B)^T,
\] (67)
and the symmetric matrix \( C \) has the form
\[
C = \begin{pmatrix} C_A & C_M \\ C_M^T & C_B \end{pmatrix}.
\] (68)
Note that \( C \) is related to the covariance \( V \) in symplectic phase space,
\[
V_{ij} = \frac{1}{2} \text{Tr} \{ \rho(r_i r_j) \},
\] (69)
by
\[
C = \left( V + \frac{1}{2} \mathbf{1} \right)^{-1}.
\] (70)
This follows from convolving the corresponding Gaussian Wigner-W -distribution with a Gaussian distribution of covariance \((1/2)\mathbf{1}\).

Also, \( Z \) is a normalization constant, such that (17) is fulfilled. Then, the expression (66) can be rewritten as
\[
Q^\rho(\mathbf{r}_A, \mathbf{r}_B) = \frac{1}{Z} \exp \left( -\frac{1}{2} \mathbf{r}_A^T C_A \mathbf{r}_A - \frac{1}{2} \mathbf{r}_B^T C_B \mathbf{r}_B - \mathbf{r}_A^T C_M \mathbf{r}_B \right),
\] (71)
where the correlations are encoded in the mixing term \( \mathbf{r}_A^T C_M \mathbf{r}_B \). If this term would be absent, the Husimi Q-distribution for the joint system \( AB \) would factorize into the individual Husimi Q-distributions.

Performing a Gaussian integration, we arrive at the joint Wehrl entropy
\[
S_W(\rho) = -\frac{1}{2} \ln \det C + N + M.
\] (72)
Note that the Wehrl-Lieb inequality for \( N + M \) modes then implies that
\[
\det C \leq 1 \iff \det \left( V + \frac{1}{2} \mathbf{1} \right) \geq 1,
\] (73)
which is an uncertainty relation in terms of the covariance matrix \( V \) for the special case of Gaussian states.

Unlike the Robertson-Schrödinger uncertainty relation for Gaussian states \( \det V \geq 1/(2^{N+M}) \) (see for example [19, 39]), (73) is not invariant under similarity transformations of \( V \) like symplectic transformations (e.g. squeezing). This shows a difference between the Robertson-Schrödinger uncertainty relation and the Wehrl-Lieb inequality. The former introduces a minimum for the uncertainty product while the latter is only tight for coherent states, i.e. equal uncertainty in position and momentum.

The next step is to compute the reduced Husimi Q-distribution for one subsystem. Without loss of generality we consider subsystem \( B \) and end up with
\[
Q^\rho_B(\mathbf{r}_B) = \frac{1}{(2\pi)^N} \int \mathcal{D}^2N r_A Q^\rho(\mathbf{r})
\]
\[
= \sqrt{\frac{\det C}{\det C_A}} \exp \left( -\frac{1}{2} \mathbf{r}_B^T (C_B - C_B C_A^{-1} C_M) \mathbf{r}_B \right).
\] (74)

\(^6\) Without loss of generality we assume that the expectation values of the quadratures vanish.
Calculating the local Wehrl entropy gives
\[ S_W(\rho_B) = -\frac{1}{2} \ln \det C + \frac{1}{2} \ln \det C_A + M, \tag{75} \]
where we used the identity
\[ \det C = \det C_A \det (C_B - C_M^T C_A^{-1} C_M), \tag{76} \]
which holds provided that \( \det C_A \neq 0 \). Here, the Wehrl-Lieb inequality (21) requires
\[ \det C \leq \det C_A. \tag{77} \]
Assuming that all Wehrl entropies are finite allows to calculate the two quantities of our interest. Both appear to have a simple form
\[ S_W(\rho_A|\rho_B) = N - \frac{1}{2} \ln \det C_A, \tag{78} \]
\[ I_W(\rho : A : B) = \frac{1}{2} \ln \det C_A \det C_B, \]
It can be seen easily that in the pure state case that \( I_W(\rho : A : B) = 0 \) is a necessary and sufficient separability condition for Gaussian states as it corresponds to the Wehrl relative entropy between the full Husimi Q-distribution and its factorization. The latter is equivalent to \( C_M = 0 \), which itself is equivalent to \( V_M = 0 \). This already implies separability via the positive partial transpose (PPT) criterion for pure Gaussian states [38, 79].

For the special case \( N = M = 1 \), which is the setup of the Simon criterion [33], we show that the Simon criterion indeed implies \( C_M = 0 \) for pure separable Gaussian states in appendix C. At least in this special case, the criterion of ref. [33] and our condition for separability, \( I_W(\rho : A : B) = 0 \), are therefore equivalent.

Interestingly, we find also that the Wehrl conditional entropy \( S_W^p(\rho | A | B) \) is independent of the correlations encoded in \( C_M \). Furthermore, applying (58) to (78) leads to local uncertainty relations of the form
\[ \det C_A \leq 1 \quad \text{and} \quad \det C_B \leq 1. \tag{79} \]

2. Two-mode squeezed state

As a more concrete example, we consider the two-mode squeezed state for \( N = M = 1 \), which is defined by [37]
\[ |\psi\rangle = \sqrt{1 - \lambda^2} \sum_{n=0}^{\infty} (-\lambda)^n |n_A, n_B\rangle, \tag{80} \]
where the squeezing parameter \( \lambda \in [0, 1] \) is related to the squeezing parameter \( r \in [0, \infty) \) by
\[ \lambda = \tanh r. \tag{81} \]
Since the two-mode squeezed state is a pure Gaussian state, the corresponding Husimi Q-distribution is of Gaussian form (66). Determining the matrix \( C \) yields
\[ C_A = C_B = I_2 \quad \text{and} \quad C_M = \text{diag}(\lambda, -\lambda). \tag{82} \]
As expected, the correlation matrix \( C_M \) becomes zero for \( \lambda = 0 \), in which case the state (80) is separable, such that the global Husimi Q-distribution factorizes. For the Wehrl conditional entropy and the Wehrl mutual information (cf. Eq. (78)) we find
\[ S_W^p(\rho | A | B) = 1, \tag{83} \]
\[ I_W^p(\rho : A : B) = -\ln (1 - \lambda^2). \]
Both quantities allow for a straight-forward classification in an actual experiment: since the Wehrl conditional entropy is independent of quantum correlations encoded in the squeezing parameter \( \lambda \), any measured deviation from 1 is sufficient to show that the state exhibits additional classical correlations. For example, the squeezing parameter \( \lambda \) may fluctuate in subsequent realizations of an experiment, which increases the Wehrl conditional entropy due to its concavity. Note that this statement is a consequence of the Wehrl conditional entropy (78) being independent of the correlations encoded in \( C_M \). Also, it is interesting to note that the lower bound (58) is attained for the two-mode squeezed state (see Figure 3, left panel,
red dotted curve), to indicate the amount of quantum correlations captured by the Wehrl mutual information.

Furthermore, the Wehrl mutual information allows to set a lower bound on the amount of bipartite entanglement between \( A \) and \( B \). The latter is monotonically increasing for an increasing squeezing parameter (see Figure 3, left panel, blue straight curve). In particular, it vanishes if and only if the state is separable (\( \lambda \rightarrow 0 \)) and tends to infinity if the state approaches the Einstein-Podolsky-Rosen state (\( \lambda \rightarrow 1 \)) representing perfect correlations \( x_A = x_B \) and \( p_A = -p_B \). Furthermore, we see how the bound (63) behaves as we have also plotted the quantum mutual information (see Figure 3, left panel, green dotted curve), which can be calculated easily following refs. [37, 80].

3. \( \text{N00N states} \)

Another interesting class of pure entangled states are the N00N states, which are of the form (the normalization constant is chosen such that the following expression is normalized to unity also for \( N = 0 \))

\[
|\psi_N\rangle = \frac{1}{\sqrt{2(1+\delta_{0N})}} (|N,0\rangle + |0,N\rangle),
\]

for \( 1 + 1 \) modes (note that here \( N \) denotes the \( N \)th excitation instead of the \( N \)th mode). These states are separable if and only if \( N = 0 \), in which case we end up with two vacua again. Furthermore, for \( N = 1 \) one recovers one of the four Bell states as a special case.

The N00N states are known to be hard to detect if considered in the context of a continuous variables quantum system [37]. For example, the strong entropic separability criterion in ref. [41] only detects N00N states up to \( N = 5 \). Since the Wehrl mutual information is a perfect witness, all N00N states are witnessed.

Calculating the global and one local Husimi \( Q \)-distribution gives

\[
Q^\rho(r) = \frac{1}{2^{N+1}N!(1+\delta_{0N})} e^{-(r_A^2+r_B^2)/2} \times \left( (x_A - ip_A)^N + (x_B - ip_B)^N \right) \\
\times \left( (x_A + ip_A)^N + (x_B + ip_B)^N \right),
\]

\[
Q_B^\rho(r_B) = \frac{1}{2^{N+1}N!} e^{-r_B^2/2} \left( r_B^{2N} + 2^N N! \right),
\]

where we used the abbreviations \( r_i^2 = |r_i|^2 = x_i^2 + p_i^2 \) for \( i \in \{A,B\} \). The Wehrl conditional entropy and the Wehrl mutual information can be computed numerically (see Figure 3, right panel, same color scheme as before). We observe that the Wehrl mutual information increases monotonically for \( N \geq 2 \). It can be seen that it approaches the quantum mutual information, which is simply \( I^A(A:B) = 2 \ln 2 \) for all \( N \in \mathbb{N} \).

V. CONCLUSION AND OUTLOOK

In summary, we have investigated here the relation between the Wehrl-Lieb entropic uncertainty relation for the Husimi \( Q \)-distribution and other relations for marginal distributions. Moreover, we have discussed to which extent the Wehrl entropy and related quantities are able to witness entanglement of continuous variables.

We found that the Wehrl-Lieb inequality is tighter than the Bialynicki-Birula and Mycielski relation almost everywhere. In particular, we have shown its superior tightness for number eigenstates \( |n\rangle \langle n| \), where \( n = 1 \) turned out to be an exception. Also, the calculation showed that Wehrl entropies are technically simpler to handle compared to differential entropies of marginal distributions.

In the second half, we have introduced analogs of well-known quantum information theoretic quantities in terms of Wehrl entropies. It turned out that especially the Wehrl mutual information is of great use when it comes to entanglement witnessing. Although it is neither an entanglement measure, nor an entanglement monotone, it is a perfect witness for pure state entanglement, i.e. it detects all pure entangled states. Furthermore, it gives a lower bound on the entanglement entropy, which allows to quantify to which extent some pure state \( \rho = |\psi\rangle \langle \psi| \) is entangled at least.

To exemplify the potential of the Wehrl mutual information we discussed several examples. For the Gaussian state case, after a straightforward exercise in Gaussian integration, we found a simple formula allowing for a direct classification. Here it would be of further interest to relate the Wehrl mutual information as perfect witness for pure Gaussian states to existing criteria like for example the Simon criterion [33]. Additionally, we have seen that the Wehrl-Lieb inequality for \( N + M \) mode Gaussian states implies a novel uncertainty relation in terms of the covariance matrix, which may be studied further in the future. Another interesting example we considered was the class of N00N states, which are particularly hard to detect, especially for large \( N \). Also in this case the Wehrl mutual information was a reasonable entanglement witness, in fact it is a witness for all \( N \in \mathbb{N} \).

Besides the Wehrl mutual information we also considered the Wehrl conditional entropy, which turned out to be bounded from below similar to the Wehrl entropy itself. This statement can be interpreted as an entropic uncertainty relation in the presence of classical memory as well as a refined version of the monotonicity property of the Wehrl entropy under partial trace. Furthermore, for the special case of Gaussian states, we found that the Wehrl conditional entropy is independent of the correlations encoded in the off-diagonal blocks of the covariance matrix.

Overall, we want to emphasize again that the significance of the Wehrl entropy and all related quantities is that they are measurable when making use of the heterodyne detection scheme. Thus, the Wehrl mutual informa-
tion and the Wehrl conditional entropy can be applied immediately to actual experiments, where they serve as a perfect witness for pure state entanglement and as an indicator for non-Gaussianity, respectively.

One question left over for future work concerns a more general notion of coherent states, namely $SU(N)$ coherent states. It should be checked whether the presented approach for pure state entanglement can be generalized to $SU(N)$ coherent states. This question is of particular interest for e.g. experiments with spinor Bose-Einstein condensates [46, 47, 81].

It is noteworthy, that the Wehrl-Lieb inequality holds also for generalized coherent states (see refs. [30, 82]), which may be another direction for future investigations.

Other directions for subsequent research are the generalization of the presented quantities to quantify entanglement also in the multipartite case and to other interesting states, e.g. Schrödinger cat states (see [83] for results on the Wehrl entropy in this case).

Furthermore, it would be of great interest to generalize the concept of an entropy in quantum mechanical phase space to a quantum field theory. In this way, it should be possible to formulate entropic uncertainty relations for conjugate quantum fields with a Wehrl (relative) entropy and to constrain measurable (quantum) correlations analogous to what we have discussed here.
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Appendix A: Non-negativity of Wehrl relative entropy

Although the Husimi $Q$-distribution is only a quasi-probability distribution, it is non-negative and normalized, which suffices to apply Jensen’s inequality [3]. Because $-\ln x$ is a convex function for real positive $x$ we get

$$\begin{align*}
S_W(\rho\|\sigma) &= -\int \frac{d^2N}{\pi^N} Q^\rho(\alpha) \ln \frac{Q^\sigma(\alpha)}{Q^\rho(\alpha)} \\
&\geq -\ln \left( \int \frac{d^2N}{\pi^N} Q^\rho(\alpha) \frac{Q^\sigma(\alpha)}{Q^\rho(\alpha)} \right) \\
&= -\ln \left( \int \frac{d^2N}{\pi^N} Q^\sigma(\alpha) \right) = 0,
\end{align*}$$

(A1)

where the validity of the support condition was assumed in the third step.

Moreover, equality holds iff the two Husimi $Q$-distributions agree since $-\ln x$ is strictly convex for $x > 0$.

Appendix B: Concavity of Wehrl conditional entropy

Writing out the Wehrl conditional entropy

$$S_W^\rho(A|B) = -\int \frac{d^{2N}\alpha}{\pi^{N+M}} Q^\rho(\alpha,\beta) \ln Q^\rho(\alpha,\beta) - \ln Q^\rho_B(\beta)$$

(B1)

reveals that the integrand is given by the simple function $f(x,y) = -x \ln x + x \ln y$ for real positive $x$ and $y$. This function is jointly concave in $x$ and $y$, which can easily be proven using Lieb’s concavity theorem [2]. Then, the monotonicity of the integral implies concavity for the Wehrl conditional entropy.

Appendix C: Wehrl mutual information and Simon criterion

We wish to show that the Simon criterion implies in the notation of eq. (68) $C_M = 0$ for pure separable Gaussian states. To that end, let $V$ be the covariance matrix of a $(1+1)$-mode pure Gaussian state, such that we can write $V = (1/2)S^T S$ with $\det V = 1/16$ and where $S$ is a symplectic matrix $S \in Sp(4,\mathbb{R})$. $V$ can be represented as $S^T V_0 S'$ with $S' = \text{diag}(S_1, S_2)$ being local symplectic transformations and $V_0$ denoting the normal form of $V$,

$$V_0 = \begin{pmatrix}
a & 0 & c_1 & 0 \\
0 & a & 0 & c_2 \\
c_1 & 0 & b & 0 \\
0 & c_2 & 0 & b
\end{pmatrix}. \quad (C1)$$

Using that symplectic transformation have unit determinant, $\det S = \det S^T = 1$, the purity condition can be re-expressed as

$$\det(ab - c_1^2)(ab - c_2^2) = \frac{1}{16}. \quad (C2)$$

The parameters $a, b, c_1$ and $c_2$ can be further constrained from the symplectic eigenvalues $\lambda_i$ of $V_0$, which have to fulfill $\lambda_i = 1/2$ for pure Gaussian states. The symplectic eigenvalues also appear in pairs $(\pm \lambda_i)$ when considering the eigenvalues of $i\Omega V_0$, where $\Omega = I \otimes J$ with

$$J = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \quad (C3)$$

is the symplectic form, leading to another purity condition

$$a^2 + b^2 + 2c_1c_2 = \det V_A + \det V_B + 2 \det V_M = \frac{1}{2}. \quad (C4)$$

Note that the latter conditions contains the invariants $I_1 = \det V_A, I_2 = \det V_B, I_3 = \det V_M$ and $I_4 = \det V_0$. 

Tr(JV_AJV_MJV_BJV_M^T) under the local symplectic transformations $S'$ and that $\det V = I_1I_2 + I_2^2 - I_1$ [33].

Applying the PPT criterion, which corresponds to a mirror reflection in one of the two subsystems, to the covariance matrix $\tilde{V}_0$ of a pure Gaussian state leads to a new covariance matrix $\tilde{V}_0$. Assuming that the PPT condition holds, $\tilde{V}_0$ also needs to fulfill the latter purity condition. We find

$$a^2 + b^2 - 2c_1c_2 = \det V_A + \det V_B - 2\det V_M = \frac{1}{2}, \quad (C5)$$

as the mirror reflection only flips the sign of $\det \tilde{V}_M = -\det V_M$ and thus $\det V = \det \tilde{V}$. Therefore, the PPT criterion implies $\det V_M = c_1c_2 = 0$. Without loss of generality we proceed with assuming that $c_2 = 0$. Then, the two purity conditions together with the non-negativity of $ab$ imply

$$f(a) = a^2 \left( \frac{1}{2} - a^2 \right) \geq 16. \quad (C6)$$

Since $f(a)$ attains a global maximum for $a = 1/2$ with $f(a = 1/2) = 1/16$, we can conclude that $a = b = 1/2$ and therefore $c_1 = 0$, implying $V_M = C_M = 0$ for every pure separable Gaussian state.
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